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A B S T R A C T

The number of people collecting photos has surged owing to social media and cloud services in recent years.
A typical approach to summarize a photo collection is dividing it into events and selecting key photos from
each event. Despite the fact that a certain event comprises several sub-events, few studies have proposed sub-
event segmentation. We propose the sentiment analysis-based photo summarization (SAPS) method, which
automatically summarizes personal photo collections by utilizing metadata and visual sentiment features. For
this purpose, we first cluster events using metadata of photos and then calculate the novelty scores to determine
the sub-event boundaries. Next, we summarize the photo collections using a ranking algorithm that measures
sentiment, emotion, and aesthetics. We evaluate the proposed method by applying it to the photo collections
of six participants consisting of 5,480 photos in total. We observe that our sub-event segmentation based on
sentiment features outperforms the existing baseline methods. Furthermore, the proposed method is also more
effective in finding sub-event boundaries and key photos, because it focuses on detailed sentiment features
instead of general content features.
1. Introduction

Due to the influence of social media platforms such as Instagram,
Flickr, and Facebook, people are producing more media than ever
before, and the number of people collecting photos, one of the most
popular and important pieces of media, has increased [1]. Accord-
ing to [2], approximately 1.4 trillion photos are captured each year,
owing to smartphones and similar hand-held devices. With regard to
searching, browsing, and organizing personal photo collections, signif-
icant research has focused on event detection and representative photo
selection. For example, Google Photos automatically identifies visual
features and summarizes users’ photos into three main categories: peo-
ple, places, and things. Finding a specific set of events in a large photo
collection, however, remains an open issue [3]. Meanwhile, as the
number of photos stored on mobile devices rapidly grows, the need for
automatic photo collection summarization significantly increases [4].

A personal photo collection is a record of sequential activities over
a period. One of the popular approaches to summarizing a photo
collection is dividing it into events and selecting key photos from each
event. Since an event is closely related to a specific time and place, the
time and global positioning system (GPS) information acquired from a
photo’s metadata can be used to distinguish one event from another.
For instance, the time-based clustering method detects a significant
time gap between two consecutive photos and segments the photos
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into an event. Recent approaches include probabilistic models and
high-level visual features extracted from convolutional neural networks
(CNNs) [5–7]. For example, [8] uses the hidden Markov model and
Gaussian mixture model to recognize sub-events in photo sets with
specific routines. Because personal photo collections have a wide va-
riety of subjects, there is a limitation to finding an optimal solution
through supervised learning. Consequently, few studies have proposed
sub-event segmentation.

Photo collection summarization can be defined as the process in
which the most important and meaningful moments of a photo collec-
tion are highlighted. For this purpose, it should eliminate redundancies
and include aesthetically pleasing photos. We construct a summary by
first dividing the segments into events or sub-events and then selecting
the key photos within the segments. The primary goal of key photo
selection algorithms is to find the most representative photos. For
instance, although the simplest method is to select the middle photo
in an event as the key photo, other algorithms select the photo with
maximum a priori probability in an event as the representative photo.
In recent studies, several ranking algorithms considering quality, popu-
larity, and user-expectation, have been proposed [9–11]. However, key
photos chosen by such algorithms still do not align with the ground
truth because they do not consider the subjectivity of an individual
such as sentiment and emotion [12]. In this paper, we propose the
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sentiment analysis-based photo summarization (SAPS) method, which
automatically summarizes personal photo collections utilizing metadata
and visual sentiment features. The proposed framework is composed
as follows. First, we use a Gaussian mixture model to segment the
events in the photo collection according to time and place. Second, we
break down each event into sub-events based on content and sentiment
features. We find the sub-event boundaries by computing novelty scores
and quantifying the intra-cluster and inter-cluster similarities between
two adjacent photo groups. Finally, we select key photos by using
our ranking algorithm that takes into account sentiment, emotion,
and aesthetics factors of photos. We evaluate the proposed method by
applying it to photo collections of six participants consisting of 5,480
photos in total.

The remainder of this paper is organized as follows. Section 2 briefly
reviews the related research, and Section 3 describes the structure
and key ideas of our sub-event summarization process. Section 4 dis-
cusses the experimental results, and the conclusion and future work are
presented in Section 5.

2. Related work

An event is defined as a significant occurrence limited by time and
an associated location [13]. For personal photo collections, an event,
which includes one or more sub-events, can be defined as a photo-
taking session where photo-worthy moments are recorded. Moreover,
an event is mostly explicit, whereas a sub-event is either an intended or
an unintended subset. Since photos in an event are often visually similar
because they share aspects such as people, locations, and scenes [14], it
becomes difficult to distinguish them from one another when the same
event includes several different sub-events.

Event segmentation in a photo collection refers to setting the bound-
aries between different events on a timeline. In this regard, exchange-
able image file format (Exif) metadata provides the timestamps for
photos, which are helpful for indexing personal photo collections.
Moreover, [15] has reported that organizing photos by time effectively
improves users’ performance in photo browsing and retrieval tasks.
When an event occurs, a significant number of photos are taken in a
relatively short time. Thus, the time-based clustering method detects
large time gaps between two consecutive photos. PhotoToc [16] seg-
ments the boundary between two photo groups, especially when the
time gaps are greater than the adaptive threshold, that is, the local
average of the gaps between temporally adjacent photos.

Owing to the limitations of improper or missing timestamps, event
segmentation methods using content-based features have also been pro-
posed. For example, a recent study proposed a multi-modal generative
model that utilizes time, location, and visual content features [17].
They extract high-level semantic features by taking advantage of CNNs
trained in large-scale image collections. The photos in this case are
represented by continuous feature vectors consisting of time, location,
and deep learning features. It is assumed that all of these components
are independent and that each component is generated by a single
Gaussian distribution. Event segmentation is performed by computing
the parameters that maximize the probability that each photo belongs
to the corresponding event.

For tempo-spatial clustering, GPS information in the photo header
is crucial; however, some smartphone users turn off their GPS. In such
a case, spatial information can be obtained from the visual content
of photos. Some pre-trained CNN models [18] are available at Places
Database [19], a repository of 10 million scene photographs, labeled
with scene semantic categories. The pre-trained models provide base-
lines for creating the novel scene recognition model on small-scale
datasets [20].

In [21], the semantic regularized clustering method was used in a
related study to represent photos as semantic visual concepts instead
of CNN feature vectors. They first obtain a set of objects/tags/concepts
2

detected in the photos, with their associated confidence values. Then,
they reduce the number of semantic concepts to 100, by utilizing
a semantic similarity graph and spectral clustering. Contextual event
segmentation (CES) [22] proposes a method to detect event boundaries
using an unsupervised learning method. CES is an LSTM-based genera-
tive model comprising a visual context predictor and an event boundary
detector. The visual context predictor predicts the visual context of the
upcoming photo, either in the past or future depending on the sequence
ordering; the event boundary detector decides whether a photo is an
event boundary by comparing the visual context generated from the
photos in the past to that in the future.

State-of-the-art key photo selection algorithms rely on a combi-
nation of representativeness and aesthetics estimation. For instance,
the PhotoToc selects key photos by measuring Kullback–Leibler (KL)
divergence between the color histogram of every photo and the average
color histogram of all photos. In this case, the photos with the highest
number of uniquely colored regions are selected by the KL divergence
metric [16]. In [23], they select the photo with maximum priori
probability within an event. Shen et al. propose a ranking algorithm
by combining the attributes of quality, representativeness and popular-
ity [17]. For quality, they extract content features, such as brightness,
color, the size of the object area, and contrast, and then evaluate the
photos as aesthetically good or bad on the basis of the atomic visual
action dataset [24]. Regarding representativeness, they compute the
probability of a photo belonging to a specific event. Finally, popularity
is measured by the number of similar photos in the same event. In travel
photo album summarization, key photos are selected by considering
aesthetic attributes, such as quality, memorability, and interestingness,
based on the appearance of a central person or object [25]. Moreover,
many state-of-the-art methods have utilized ranking algorithms in an
attempt to imitate human selection. Li et al. proposes a new ranking
algorithm that considers aesthetic qualities and memorable factors to
find representative photos [11]. The aesthetic qualities contain the
area and location of the salient region and sharpness of the photo; the
memorable factors include the salient people and text information.

Sentiment analysis has been increasingly performed to understand
human decision-making in areas such as brand marketing, customer sat-
isfaction, and political forecasting. However, this approach has mainly
focused on textual contents, instead of visual ones. In general, the
semantic concept of a photo, which is associated with the actual
presence of an object or scene, can vary from person to person, since
the stimuli that trigger human responses are subjective. Recently, joint
visual–textual sentiment analysis with deep neural networks has been
proposed for online user-generated contents such as Twitter and Insta-
gram [26]. In another study, an affective image classification algorithm
jointly utilized visual features and semantic image annotations such
as the categories of certain objects and scenes [27]. Furthermore, a
study of visual sentiment analysis called, ‘Visual Sentiment Ontology,’
automatically analyzes sentiment by using mid-level representation
of visual contents [28]. In this case, they apply Plutchik’s Wheel of
Emotions, which is a well-established psychological model that defines
emotional keywords and extracts adjective noun pairs (ANPs) such as
‘‘beautiful flower’’ and ‘‘cute dog’’ from photos. This framework not
only consists of more than 3,000 semantic concepts but also provides
Sentibank, a library of trained concept detectors, with 1,200 ANPs. In
this study, we take advantage of the visual sentiment features of photos
based on the Sentibank classifiers.

3. The sentiment analysis-based photo summarization (SAPS)

An overview of our proposed method is presented in Fig. 1. First,
the context information of each photo is extracted and the photos are
segmented using a Gaussian mixture model in Phase 1. That is, the
events are grouped into large segments through tempo-spatial cluster-
ing. Second, in Phase 2, each event is divided into sub-events through
sentiment-based sub-event segmentation. Third, using our ranking al-
gorithm, key photos are selected based on sentiment, emotion and aes-
thetics. The following subsections discuss this summarization method

and key photo selection algorithm in detail.
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Fig. 1. An illustration of the sentiment analysis-based photo summarization (SAPS) method.
3.1. Features

An event is naturally associated with a specific time and place. Thus,
photos are represented by a three-dimensional feature vector of time
and location (latitude, longitude) for event segmentation. That is, given
𝑋 =

{

𝑥1, 𝑥2,… , 𝑥𝑁
}

of 𝑁 photos, each photo can be represented as
𝑥𝑖 =

(

𝑡𝑖, 𝑙𝑎𝑡𝑖, 𝑙𝑜𝑛𝑔𝑖
)

, where 𝑡𝑖 is the timestamp and
(

𝑙𝑎𝑡𝑖, 𝑙𝑜𝑛𝑔𝑖
)

are the
geo-coordinates defined by latitude and longitude.

First, for each photo, Exif headers are processed to extract the
timestamps, whose units are denoted in seconds. Then 𝑁 photos in
the collection are sorted according to time. Meanwhile, the latitude
and longitude stamps of the Exif headers provide the GPS data. In
general, majority of the photos from mobile devices include date/time
stamps and GPS data. However, some photos may not contain location
information in their headers. In this case, we set them to be the same
as the nearest photo in time. We also use 𝐿1 normalized timestamps
and GPS data.

We utilize spatial information from the visual content of photos
in the case where GPS data are unavailable. We take advantage of
the VGG16 architecture [29], a CNN model pre-trained with Places
Database for scene recognition. This classifier provides 365 scene se-
mantic categories. We divide the photo collection into large segments
of tempo-spatial dimensions in Phase 1; however, time feature can
be diluted by the 365-dimensional spatial information. Therefore, our
model is fine-tuned to a smaller number of semantic categories, i.e., five
classes. The five categories consist of two indoor (house and restau-
rant) and three outdoor scenes (street, building, and nature). Transfer
learning is a technique that transfers knowledge to a new model by uti-
lizing the initial weights from the pre-trained model. This method can
accelerate training and improve accuracy. We focus on the parameter
transfer of the pre-trained model and then redesign the structure of the
transfer model for scene recognition. Finally, we assign spatial features
via one-hot vector encoding from the predictions of our modified CNN
model.

Second, we extract content features, such as color and sentiment,
to refine the events into sub-events. For this purpose, we adopt the
RGB color histogram to represent the visual contents of the photos. In
other words, for a color image 𝑥 with 𝑛 pixels, a 3 x 256-dimensional
color histogram 𝐻(𝑥) = [𝐻 ,𝐻 ,𝐻 ]; 𝐻 (𝑥) = (ℎ , ℎ ,… , ℎ ) with
3

𝑟 𝑔 𝑏 𝑎 1 2 256
𝑎 ∈ {𝑟, 𝑔, 𝑏} in RGB color space is computed, where ℎ𝑖 = 𝑛𝑖∕𝑛 is the
proportion of pixels whose value belongs to each color bin 𝑖. The color
histogram of photos is commonly used to compare similarities in visual
contents.

Third, we adopt sentiment features to split events that occur at
adjacent times and places into sub-events. In this case, the pre-trained
Sentibank detectors [28] provide a mid-level representation of ANP
terms for a given image. The value of the detectors is equal to the
likelihood value for the 1,200 ANP concepts. In other words, given
the photo image 𝑥, it returns the confidence value associated with
the detected ANP concepts in the photo. The confidence values for
each concept form a sentiment feature vector to be used in the photo
collection. These values are multiplied by the pre-defined sentiment
scores for each concept to predict the sentiments for the photos, such
as positive, negative and neutral. Then, the content features are fused
with sentiment features to represent each photo.

3.2. Event segmentation

In Phase 1, the events are separated into large segments through
tempo-spatial clustering, while in Phase 2, the contents and sentiment
features are used to split the events into smaller sub-events. This
two-phase process prevents event segmentation from being biased,
owing to missing data such as GPS data. For example, if the contents
(e.g., person and background scene) of a photo captured at completely
different places are the same when there is no GPS data, clustering
algorithms may group the photos in the same cluster. Even when GPS
data are available, the large scale of content features may overwhelm
the two-dimensional feature vectors indicating location. Conversely,
the two-phase process is advantageous because one large cluster formed
with the missing GPS data in Phase 1 can be segmented in Phase 2.

Fig. 2 presents an example of the number of photos taken at each
month during one year. In this case, each event corresponds to one peak
in the distribution. In general, it is difficult to determine the number
of events in clustering applications. Fortunately, we can estimate the
number of events from the distribution of the number of photos.
More specifically, since the date on which many photos are captured
corresponds to one event, an initial estimate is set to be the number
of peaks in the timeline. We set the global average number of photos
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Fig. 2. An example of the number of photos taken at each month during one year.
captured in a day as a threshold, and count the number of peaks that
are above the threshold to determine the number of events. Notably,
this number can vary depending on the granularity dividing events.
Alternatively, a user can specify an initial number for 𝑘. For instance,
when a user is interested in the top 10 events, then 𝑘 is set to 10.

Furthermore, we investigate the Davies–Bouldin (DB) index to de-
termine the optimal number of events [30]. DB index calculates the
ratio of the within-cluster to between-cluster distances. If clusters are
farther apart and less dispersed, the DB index gets the lower score. We
set the optimal 𝑘 to the number of clusters given the lowest DB index.

We assume that the photos in the same event share the same
distribution of tempo-spatial features, that is, they are close in both
time and location. In this case, each photo 𝑥𝑖 ∈ 𝑋 =

{

𝑥1, 𝑥2,… , 𝑥𝑁
}

corresponds to an unobserved semantic concept class, that is, an event
𝑒𝑗 ∈ 𝐸 =

{

𝑒1, 𝑒2,… , 𝑒𝐾
}

, where 𝑁 and 𝐾 are the total number of photos
and events in the photo collection 𝑋, respectively. Thus, the probability
of photo 𝑥𝑖 generated from event 𝑒𝑗 can be formulated as 𝑝(𝑥𝑖|𝑒𝑗 ).
In our model, each photo is represented by a 3-dimensional feature
vector 𝑥𝑖 = (𝑡𝑖, 𝑙𝑎𝑡𝑖, 𝑙𝑜𝑛𝑔𝑖) = (𝑥𝑖1, 𝑥𝑖2, 𝑥𝑖3). To simplify the model, three
components related to photo 𝑥𝑖 are assumed conditionally independent,
given the hidden concept event 𝑒𝑗 . In (1), a priori probability 𝑝(𝑥𝑖|𝑒𝑗 )
can be defined as follows:

𝑝(𝑥𝑖|𝑒𝑗 ) = 𝑝(𝑡𝑖|𝑒𝑗 )𝑝(𝑙𝑎𝑡𝑖|𝑒𝑗 )𝑝(𝑙𝑜𝑛𝑔𝑖|𝑒𝑗 ) =
3
∏

𝑙=1
𝑝(𝑥𝑖𝑙|𝑒𝑗 ), (1)

where 𝑥𝑖 = (𝑥𝑖1, 𝑥𝑖2, 𝑥𝑖3) and each component 𝑥𝑖𝑙 is generated by a single
Gaussian distribution, as shown in (2):

𝑝(𝑥𝑖𝑙|𝑒𝑗 ) =
1

√

2𝜋𝜎2𝑖𝑙,𝑗
𝑒−

(𝑥𝑖𝑙,𝑗 − 𝜇𝑖𝑙,𝑗 )2

2𝜎2𝑖𝑙,𝑗
. (2)

When the header of whole photos does not contain GPS data, we
utilize 5-dimensional spatial features obtained from our modified CNN
model for scene recognition. Here, a priori probability 𝑝(𝑥𝑖|𝑒𝑗 ) can be
defined as follows:

𝑝(𝑥𝑖|𝑒𝑗 ) =
6
∏

𝑙=1
𝑝(𝑥𝑖𝑙|𝑒𝑗 ), (3)

where 𝑥𝑖1 is time feature and 𝑥𝑖2,⋯ , 𝑥𝑖6 contain spatial information.
Meanwhile, the model parameters can be estimated by maximiz-

ing the log-likelihood of joint distribution. The objective function is
formulated as

(𝑋; 𝜃) ≜ log

( 𝑁
∏

𝑝(𝑥𝑖|𝜃)

)

=
𝑁
∑

𝑙𝑜𝑔

( 𝐾
∑

𝑝(𝑒𝑗 )𝑝(𝑥𝑖|𝑒𝑗 , 𝜃)

)

, (4)
4

𝑖=1 𝑖=1 𝑗=1
where 𝑝(𝑥𝑖|𝑒𝑗 , 𝜃) is computed according to (1) or (3), with 𝜃 given.
𝑝(𝑒𝑗 ) is the priori probability of event 𝑒𝑗 . We adopt the expectation–
maximization(EM) algorithm to tune parameters as shown in Algo-
rithm 1. We also describe the entire process of Phase 1 in Algorithm 2.

Algorithm 1 EM algorithm
Step E

Compute the likelihood by (4)
Step M
1. Update posterior of event 𝑒𝑗 by Bayes rule:

𝑝(𝑒𝑗 |𝑥𝑖)𝑛+1 =
𝑝(𝑒𝑗 )𝑛𝑝(𝑥𝑗 |𝑒𝑗 )𝑛

∑𝑙
𝑗=1 𝑝(𝑒𝑗 )𝑛𝑝(𝑥𝑖 |𝑒𝑗 )𝑛

2. Update model parameters of event 𝑒𝑗 :

𝜇𝑛+1
𝑖𝑙,𝑗 =

∑𝑁
𝑖=1 𝑝(𝑒𝑗 |𝑥𝑖)

𝑛+1𝑥𝑖𝑙
∑𝑁

𝑖=1 𝑝(𝑒𝑗 |𝑥𝑖)𝑛+1

𝜎𝑛+1
𝑖𝑙,𝑗 =

∑𝑁
𝑖=1 𝑝(𝑒𝑗 |𝑥𝑖)

𝑛+1(𝑥𝑖𝑙−𝜇𝑛+1
𝑖𝑙 )2

∑𝑁
𝑖=1 𝑝(𝑒𝑗 |𝑥𝑖)𝑛+1

3. Update model of event 𝑒𝑗 :
𝑝(𝑒𝑗 )𝑛+1 ≈

1
𝑁

∑𝑁
𝑖=1 𝑝(𝑒𝑗 |𝑥𝑖)

𝑛+1

𝑝(𝑥𝑖|𝑒𝑗 )𝑛+1 =
∏𝑚

𝑙=1 𝑝(𝑥𝑖𝑙|𝑒𝑗 )
𝑛+1

Algorithm 2 Tempo-spatial clustering algorithm
1. Perform metadata extraction and normalize data
2. Set 𝐾 by performing the model selection using DB index
3. Initialize model parameters 𝜃 by K-means
4. For event 𝑗 = 1 to 𝐾 do

Update model parameters 𝜃 by using EM algorithm
5. Assign photos to the corresponding events based on 𝑝(𝑒𝑗 |𝑥𝑖)

3.3. Sub-event segmentation

A personal photo collection usually includes a combination of pho-
tos from intended and unintended events in everyday life. Noisy data,
such as screenshots can render sub-event segmentation difficult. More-
over, although tempo-spatial data can distinguish a large segment of
events, there is not enough information to split sub-events within an
event.

Therefore, we analyze the visual content of the image and per-
form sub-event segmentation. The visual content of photos can be
represented in various ways, such as scale invariant feature transform
descriptors, speeded-up robust features descriptors, and CNN features
used for object detection. As mentioned in the previous section, we
assume that photos within the same sub-event share sentiment simi-
larity. According to [31], the color of an image is highly correlated
with its sentiment. Because a visual color induces a psychological
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Fig. 3. Similarity matrix displaying event boundaries and corresponding novelty scores.

association with a cold or warm sentiment, we use color histograms
of photos as features for sub-event segmentation. Moreover, we obtain
sentiment features from the Sentibank classifier of VSO, a framework
that performs automatic sentiment analyses. This classifier provides
the probability of 1,200 ANP terms such as ‘‘little puppy’’ and ‘‘clear
sky’’, and we use these results as sentiment features. In this phase of
sentiment-based sub-event segmentation, the photos are represented by
a 1968-dimensional feature vector fusing color and sentiment features.
In other words, given 𝑋 = {𝑥1, 𝑥2,… , 𝑥𝑁} of 𝑁 photos, each photo is
represented by 𝑥𝑖 = (ℎ𝑖1,… , ℎ𝑖768, 𝑠𝑖1,… , 𝑠𝑖1200), where (ℎ𝑖1,… , ℎ𝑖768) is
the color histogram and (𝑠𝑖1,… , 𝑠𝑖1200) is the sentiment feature.

We also distinguish the boundaries between the sub-events using a
similarity-based algorithm. We measure the similarity between photo
𝑖 and 𝑗 by computing the cosine similarity between feature vectors 𝑥𝑖
and 𝑥𝑗 . The larger the value, the more similar the visual contents of the
given photos. The cosine similarity between the two vectors is defined
by (5):

𝑠𝑖𝑗 =
𝑥𝑖 ⋅ 𝑥𝑗

∥ 𝑥𝑖 ∥ ∥ 𝑥𝑗 ∥
. (5)

A similarity matrix 𝑆 contains the similarity measure 𝑠𝑖𝑗 for all
photos in the event. Generally, 𝑆 is a symmetric matrix with a value of
1 in the main diagonal. 𝑆 can also be visualized as a square image, as
shown in Fig. 3. Each pixel 𝑖, 𝑗 is shown in a gray scale proportional to
the value of similarity measure 𝑠𝑖𝑗 .

The areas with high image similarity appear as dark squares in the
diagonal. Due to the cosine metric, similar photos have values close
5

Algorithm 3 Sentiment-based sub-event segmentation
1. Extract sentiment-related features
2. Sort the photos according to their timestamps
3. For each segment 1 to 𝐾 do

(a) Compute the similarity matrix S using (5)
(b) Compute the novelty score  using (6)
(c) Calculate the local average value (threshold) of 𝑛 ∈ 
(d) Detect the peak in 𝑛 by the hill-climbing method
(e) Store photo 𝑖 if the value of detected peak  (𝑖) > threshold

4. Form the event boundary list

to 1, while dissimilar photos have values close to −1. Determining the
boundaries of the sub-events is as simple as detecting the borders of
a checkerboard. To find the boundaries of sub-events in a group of
similar photos, we move along the main diagonal of 𝑆 and calculate the
novelty score, following [32]. In this case, the novelty scores quantify
self-similarity and cross-dissimilarity. Next, we correlate a Gaussian-
tapered checkerboard kernel, denoted as , and calculate the novelty
scores as shown in (6):

 (𝑖) =
𝐿∕2−1
∑

𝑝,𝑞=−𝐿∕2
𝑆(𝑖 + 𝑝, 𝑖 + 𝑞) ⋅ (𝑝, 𝑞), (6)

where 𝐿 is the lag of kernel (window size).
Since the lag of kernel 𝐿 directly affects the properties of the novelty

measure, we use a small kernel (i.e., 𝐿 = 8) to detect boundaries of the
sub-events. In addition, we compute the interior region in which the
kernel completely overlaps matrix 𝑆. We note that when the photos
adjacent to photo 𝑖 are similar, the score is high. If the photos non-
contiguous to photo 𝑖 (the white region of kernel) are similar, the
score is low. Contrarily, when they are dissimilar, the score is high.
Because we search for photo 𝑖 that is similar to the adjacent photos but
dissimilar to non-contiguous photos, the higher the score, the better the
boundary candidate. That is, photo 𝑖 becomes the sub-event boundary
when it acquires the highest score. Finally, determining the sub-event
boundaries is a matter of detecting the peaks in the novelty scores as
shown in Fig. 3b. A simple approach is determining the peaks where
the score exceeds a local threshold. In this case, we set a threshold
to a value exceeding the local average from each group of events.
Algorithm 3 describes the detailed steps to determine the sub-event
boundaries.

3.4. Photo filtering

The purpose of summarizing a personal photo collection is two-fold:
(1) to cover all aspects of the entire collection, and (2) to summarize
them as aesthetically pleasing and meaningful to users. This section
describes our algorithm used to achieve the second goal. Ceroni et al.’s
work [12] found that when selecting photos from personal photo collec-
tions for long-term preservation, the criteria ‘‘memory evocation’’ and
‘‘important to me’’ were rated high, while the objective quality of the
photos was the second least important criterion. Since the aforemen-
tioned criteria contain a high level of subjectivity, it is difficult to create
automatic selection measures. Thus, we use sentiment and emotion as
alternative measures for imitating the human selection process.

A pre-processing step of selecting key photos is to filter out low-
quality photos (e.g., blurry or dark photos), since the basic factors that
determine the quality of a photo are brightness and sharpness. The
brightness distribution of a photo plays an important role in determin-
ing the quality. In this regard, we measure the distance between the
brightness histogram and a uniform histogram using KL divergence,
after which the distance is used as the brightness score. Because a well-
distributed brightness histogram is similar to the uniform function, KL
divergence is relatively low. Fig. 4, shows the brightness distribution
in our photo collection. To automatically identify high-quality photos,
we only select photos with a brightness score of < 0.55.
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Fig. 4. KL divergence score distribution of our photo collections. A lower score implies
a well-distributed brightness histogram.

Fig. 5. Blur score distribution of our photo collections. A lower score implies a sharper
photo.

Table 1
Attributes of the key photo selection algorithm.

Attributes Description

Sentiment(𝑄1) Each photo receives a value in the range of −2 to +2, by
applying visual sentiment prediction. The larger the value,
the higher the positive sentiment.

Emotion(𝑄2) Emotion scores are extracted from each photo
(0 ≤ 𝑓𝑖 ≤ 1, 𝑖 = 1, 2,… , 7). The maximum emotion score for
each face detected in the photo is used.

Aesthetics(𝑄3) The placement that respects the ‘‘rule of thirds’’ receives a
high score.

Following Tong et al. [33], we also remove blurry photos by em-
ploying edge type and sharpness analysis with a Haar wavelet transform
process, in which the lower the blur score (%), the sharper the photo. As
shown in Fig. 5, we select only the photos with blur score distribution
of < 0.63. These parameters are empirically selected to exclude long-tail
of distributions.

3.5. Key photo selection

For the key photo selection algorithm in our proposed SAPS method,
we assume that users prefer photos with a positive sentiment. Fur-
ther, we note that photos with high emotion scores are likely to be
people-centered photos. Regarding aesthetic quality, we use the ‘‘rule
of thirds’’, which places important objects along the imagery lines both
vertical and horizontal [34]. The evaluation method of quantifying the
quality of attributes is shown in Table 1.

Regarding sentiment attributes, the ANPs (based on the Sentibank
classifier) include pre-defined scores ranging from −2 to +2 [28].
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A negative score represents negative sentiment (e.g., ‘‘crazy fire’’ or
‘‘dead skull’’), whereas a positive score represents positive sentiment
(e.g., ‘‘sunny sky’’ or ‘‘happy baby’’). We also use sentiment scores
based on the top 100 confidence values out of the 1,200 ANPs. More-
over, the values of sentiment attributes are determined by the average
ANP confidence values of the photos, multiplied by the pre-defined
sentiment scores. For example, when the confidence values of the top
100 ANPs for photo 𝑥𝑖 is 𝑐 and the sentiment score of the corresponding
ANPs is 𝑣, the sentiment prediction score 𝑄1 is calculated as follows:

𝑄1(𝑥𝑖) =
∑𝑇

𝑡=1 𝑐𝑡 ⋅ 𝑣𝑡
𝑇

, (7)

where 𝑇 = 100. Fig. 6 presents examples of the sentiment attribute
scores, the top 10 ANPs, and their corresponding sentiment scores and
confidence values.

According to [35], people prefer photos with facial expressions
and emotions, and this has been used in various applications focusing
on face recognition and emotion detection. Thus, we use a real-time
emotion classification application that trained on FER-2013 emotion
datasets, with a Keras CNN model and open source computer vision
library(OpenCV) [36]. This library provides a confusion matrix for the
seven emotions: anger, disgust, fear, happiness, sadness, surprise, and
neutral. In this case, the confidence value ranges from 0 and 1. Mean-
while, since the emotion score is estimated from the facial expression in
the photo, a photo receives a value of 0 when a face is not recognized.
In other words, emotion measurement is based on whether a person is
included in a photo. However, unlike sentiment attributes, it is difficult
to differentiate the seven emotions into positive and negative. Based
on the assumption that emotionally well-expressed photos are more
interesting to users, we take the maximum value among the seven
emotions as an indicator. The emotion metric 𝑄2 is obtained as follows:

𝑄2(𝑥𝑖) =
∑𝑃

𝑚=1 max(𝑓𝑚)
𝑃

, (8)

where 𝑃 is the number of persons in the photo and 𝑓𝑚 indicates the
confidence values of the seven emotions.

The ‘‘rule of thirds’’ is one of the most well-known composition
rules used by photographers to create high esthetical photos. In par-
ticular, this guideline divides a photo into nine equal parts, with
two equally spaced horizontal and vertical lines, respectively, after
which important compositional elements are placed along these lines
or at their intersections. Object detection requires semantic content
understanding. Alternatively, we simply find the contours of objects in
a photo and consider the largest contour as the most important object.
This algorithm also computes aesthetic metric 𝑄3, by applying the same
formula as [25]. A photo having a size of 𝑟 by 𝑠 pixels is defined as
follows:

𝑄3(𝑥𝑖) = 1 −

(

𝑑
1∕2

√

(𝑟∕3)2 + (𝑠∕3)2

)2

, (9)

where 𝑑 is the distance between the center of the key object and the
nearest intersection.

Finally, we prioritize photos with positive sentiment and large facial
expressions to select key photos within a sub-event. Moreover, we
choose high quality photos by considering the composition rule. The
weights can be adjusted according to the user’s preference. The final
score is computed by combining all three values, as shown in (10):

𝑆𝑐𝑜𝑟𝑒(𝑥𝑖) =
3
∑

𝑧=1
𝑤𝑧 ×𝑄𝑧(𝑥𝑖), (10)

where 𝑤 = 1∕3, 𝑧 ∈ {1, 2, 3} (weight).
𝑧
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Fig. 6. The top 10 ANPs along with their scores and confidence values.
4. Experiments

4.1. Experimental setup

To compare the proposed SAPS method with the baseline methods
in [16,17,21], and [22] six participants were asked to share photos
taken through smartphones during the past year. Although all photos
included timestamps, some photos had missing GPS data. Overall, the
experiments were conducted in three steps. First, we asked participants
to segment all their photos into meaningful events. Second, we asked
them to divide each event into smaller sub-events, without providing
special guidelines for sub-event segmentation. Finally, we asked them
to select one or more key photos within each sub-event. The human-
labeled sub-event boundaries and key photos are considered to be the
ground truth. Table 2 presents the datasets used in our experiments.

We compute the following precision, recall and F-score metrics
(described in [17]) to evaluate the sub-event boundary detection and
key photo selection processes:

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑠𝑒𝑔 =
𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑖𝑒𝑠

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑖𝑒𝑠
(11)

𝑟𝑒𝑐𝑎𝑙𝑙𝑠𝑒𝑔 =
𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑖𝑒𝑠

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑢𝑡ℎ 𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑖𝑒𝑠
(12)

𝐹 − 𝑠𝑐𝑜𝑟𝑒 =
2 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
(13)

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑠𝑒𝑙𝑒𝑐𝑡 =
𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 𝑘𝑒𝑦 𝑝ℎ𝑜𝑡𝑜𝑠 (14)
7

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 𝑝ℎ𝑜𝑡𝑜𝑠
Table 2
Information about our datasets.

Dataset No. of
photos

No. of
events

No. of sub-events
(ground truth)

avg. photo
of sub-events

User 1 947 32 85 11
User 2 498 21 77 6
User 3 1,884 45 189 9
User 4 802 20 73 10
User 5 601 24 47 13
User 6 753 17 67 11

Based on the aforementioned equations, precision represents the
ratio of correctly detected boundaries to the total number of detected
boundaries, while recall indicates the ratio of correctly detected bound-
aries out of the total number of ground truth boundaries. Moreover,
the F-score measures comprehensive performance as a harmonic mean
value of precision and recall. Similarly, the precision of key photo
selection is computed by the proportion of correctly selected key photos
among the total number of selected photos.

We perform transfer learning with VGG16 CNN model pre-trained
on the places365-standard for scene classification and use the Keras
deep learning framework and applications API [29]. We designed the
model by reducing the output of the two fully-connected layers from
4,096 to 1,024 and 512 and the output of last softmax layer to 5
to decrease the training complexity. We retrained the fully-connected
layer and the fifth block of the convolution layers (Fig. 7). The dataset
used for training is part of the places365-standard, as shown in Fig. 9.
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Fig. 7. A schematic diagram of the VGG-16 deep convolutional neural network architecture for our base CNN model.
Fig. 8. Comparison of tempo-spatial event segmentation results between GPS data and spatial information.
Fig. 9. Examples of datasets for training and prediction results.

When GPS data is unavailable because photos do not include GPS
data in their headers, spatial information is obtained from a CNN model
trained with five scene categories.

In the case where a photo collection does not contain GPS data
in the header, as an alternative to GPS data, spatial information is
obtained from our CNN model trained on the five scene categories. Spa-
tial information of photos are represented by five dimensional feature
vectors encoded in one-hot vectors from the model’s predictions.
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Table 3
Experimental results of SAPS event segmentation.

Dataset No. of
photos

No. of events
SAPS(w/ GPS)

No. of events
SAPS(w/o GPS)

User 1 947 33 27
User 2 498 20 7
User 3 1,884 49 18
User 4 802 32 29
User 5 601 27 25
User 6 753 19 9

4.2. Experimental results of event segmentation

We cluster photos into events that are adjacent in time and place
in Phase 1. Tempo-spatial clustering using time and GPS information
forms a large segment of the photos when many photos are captured at
a specific place regardless of the content of the photos. When tempo-
spatial clustering with time and scene classifications of visual content is
performed, events are grouped with photos with high scene similarity
within a closely confined time period. For example, in the case of
Fig. 8a, photos of the Milan Cathedral and the Leaning Tower of Pisa
belong to different events according to their GPS information, whereas
in Fig. 8b, they belong to one event because their spatial information
is represented by the same place category.

Since we aim to detect event boundaries in chronologically arranged
photostreams, time information is the most important factor. To bal-
ance between 1-dimensional time and 5-dimensional scene features,
we give a low weight to the scene features. As a result, the number
of events found after tempo-spatial clustering in Phase 1 is shown in
Table 3 . SAPS(w/ GPS) uses GPS data and SAPS(w/o GPS) uses scene
recognition information. As we set the scene category to five, SAPS(w/o
gps) tends to split into fewer events than SAPS(w/ gps).
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Fig. 10. Examples of sub-event detection provided by SAPS. The detected sub-events are framed in separate boxes.
Table 4
Experimental results of SAPS sub-event segmentation.

Dataset No. of
photos

No. of detected
sub-event boundaries

No. of correctly
detected boundaries

User 1 947 87 70
User 2 498 66 58
User 3 1,884 202 143
User 4 802 81 62
User 5 601 46 43
User 6 753 70 46

Table 5
Comparison of the sub-event segmentation methods.

Method Precision Recall F-score

PhotoToc [16] 0.43 0.64 0.51
Multi-Modal (time+GPS) [17] 0.70 0.39 0.48
Multi-Modal (time+GPS+color) 0.38 0.56 0.45
Multi-Modal (time+GPS+CNN) 0.38 0.68 0.48
SR-clustering [21] 0.54 0.53 0.53
CES [22] 0.62 0.64 0.63
SAPS(w/o GPS) 0.60 0.72 0.65
SAPS(w/ GPS) 0.75 0.80 0.77

4.3. Experimental results of sub-event segmentation

In Fig. 10, we present the results of applying the proposed SAPS
method to one of the tested photo collections and where the detected
sub-events are framed in separate boxes. Our method is capable of
detecting sub-event boundaries if there is a significant difference in the
visual contents (see Fig. 10a). However, in Fig. 10b, this method de-
tected the wrong sub-event boundary, which indicates that the presence
or absence of people in consecutive photos can affect the detection of
sub-event boundaries. In Fig. 10c, the photos were taken in different
locations, but the sub-event boundary could not be perceived owing to
the similarity of scenes. Fig. 10d shows that SAPS detects no boundary
since contiguous photos are very similar. There were also difficulties
in setting the ground truths for sub-event boundaries owing to groups
of irrelevant photos. For example, since the first photo of the second
segment in Fig. 10a is not related to the previous or next segment, the
detected sub-event boundary can be either the photo or the next photo.
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Table 4 shows the detected sub-event boundaries and correctly
detected boundaries using the proposed SAPS method. We compared
the SAPS method with the following baselines:

• PhotoToc [16]: Time-based clustering that uses an adaptive
threshold method to detect noticeable time gaps

• Multi-modal [17]: A generative probabilistic model that uses the
combination of visual features such as time, gps, color and CNN
to determine the optimal event boundaries

• Semantic regularized clustering (SR-clustering): SR-clustering, as
described in [21], which uses visual and semantic features

• CES [22]: A segmentation framework that uses an LSTM-based
generative network to decide whether a photo is an event bound-
ary by comparing the visual context generated from the photos in
the past, to that predicted in the future.

Moreover, we adjust some parameters of the baseline methods for
fair comparison so that they fit in the sub-event segmentation environ-
ment. In the multi-modal event segmentation, the value of initial 𝑘 was
set to the number of ground truth sub-events, while time and GPS val-
ues were normalized. Meanwhile, color and CNN features were reduced
to the dimensions of 64 and 128, respectively, by applying principal
component analysis. In addition, we apply SR-clustering (available on
github site),1 by utilizing CNN and Image semantic features. In this
method, we used a cut value of 0.2 while the unary and pairwise
parameters set to be 0.9 and 0.005, respectively. Additionally, we set
the window size to 1 for the boundary prediction function to obtain the
optimal value in the case of CES method.2

In Table 5, we compare the performance of our algorithm with the
baseline methods. The proposed model outperforms PhotoToc [16], SR-
clustering algorithm proposed in [21] and generative model with deep
learning features in [17]. More specifically, our goal is to segment
the whole collection in detail by sub-event level. Therefore, there
is a limitation in precise sub-event segmentation using only time or
GPS features. Time-based clustering method tends to split into smaller
clusters. High-level semantic features enhance event segmentation per-
formance, whereas in terms of sub-event segmentation such features are

1 https://github.com/MarcBS/SR-Clustering.
2 https://github.com/GarciaDelMolino/contextual-event-segmentation.

https://github.com/MarcBS/SR-Clustering
https://github.com/GarciaDelMolino/contextual-event-segmentation
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Table 6
Comparison of sub-event segmentation methods with deep learning features.

Method(Model) Feature(D) Precision Recall F-score

SAPS(Inception-ResNetV2) [37] 1,536 0.50 0.69 0.57
SAPS(DenseNet201) [38] 1,920 0.59 0.72 0.64
SAPS(NASNetLarge) [39] 4,032 0.53 0.65 0.58
SAPS(VGG16-Places365) [29] 4,096 0.52 0.85 0.63
SAPS(proposed method) 1978 0.75 0.80 0.77

Table 7
Comparison of key photo selection methods.

Method Precision

Similarity-based algorithm [16] 0.52
Representative-based algorithm [23] 0.53
Ranking algorithm [17] 0.61
SAPS(proposed algorithm) 0.69

not helpful in the generative model. In addition, the proposed method
outperforms SR-clustering algorithm that uses semantic features ex-
tracted from semantic similarity graph and CES that uses visual context
predictors.

Inspired by deep learning models showing the best performance in
image classification, we performed experiments that take advantage
of the visual content features obtained from the pre-trained image
classification model. Keras library [40] provides deep learning models
with pre-trained weights. We used these models for feature extraction
on our datasets. We selected state-of-art models with weights trained
on ImageNet. Moreover, we extracted features from VGG16 scene
recognition model with weights trained on Places database. For our
experiments we use feature vectors provided by the fully connected
layer, that is the layer following the convolution base in the case of
the VGG16 model. For the other models, we extracted features from
the output of the average pooling layer, except in the last classification
layer. The experimental results are shown in Table 6. DenseNet201 and
VGG16-Places365 achieved high recall scores by finding a large number
of sub-event boundaries, but recorded low performance with respect to
their precision. Unlike the single image classification problem, a higher
performance is achieved when exploiting sentiment features to detect
sub-event boundaries in photo collections.

4.4. Experimental results of key photo selection

To evaluate our key photo selection algorithm, we compared the
performance of our method with the baseline methods proposed in [16,
21], and [17]. We also asked the participants to select one or more key
photos within each sub-event for setting the ground truth of key photo
selection.

In general, smartphone users take several photos with similar poses
during important events. Thus, we set the ground truth for a group
of photos with similar quality, composition, and people within the
same sub-event. For fair comparison, we also set the same sub-event
segmentation and selected one photo from all sub-events following each
method. Table 7 presents the results of key photo selection.

Overall, the proposed SAPS method provided high scores to photos
with positive sentiment and emotions, detected from facial expressions.
It shows a higher performance than representative or similarity-based
algorithms. It also outperformed (by approximately 12%) the ranking
algorithm [17], which rates according to quality, representativeness
and popularity. We further conduct experiments to verify the most
affecting attributes to the performance. It is demonstrated that emo-
tion achieves the highest precision and sentiment achieves the second
highest. Thus, both emotion and sentiment features are crucial for
10

summarizing personal photo collections.
5. Conclusion and future work

We proposed the SAPS method that automatically summarizes per-
sonal photo collections focusing on visual sentiment features. For this
purpose, events are segmented using time and location features; then
each event is divided into sub-events by calculating the novelty scores
to determine the sub-event boundaries. Next, we summarized the photo
collection using a ranking algorithm measuring three attributes: sen-
timent, emotion, and aesthetics. Finally, we evaluated the proposed
method by applying it to real-world photo collections consisting of
5,480 photos in total. The results indicated that our proposed method is
effective in finding sub-event boundaries and key photos, as it primarily
focused on detailed sentiment features instead of general content fea-
tures. We plan to extend this method into storytelling to extract certain
keywords and automatically annotate textual information.
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