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Overview
FinePrompt proposes a framework to transfer the central 
inductive biases of previous finetuned models to prompts to 
enhance the compositional reasoning ability of GPT-4.

Result

Takeaways
• As prompts, validated finetuned inductive biases 

also benefit GPT-4’s compositional reasoning
• Adopting the finetuned model codes mitigate the 

effort of manual prompt construction

Approach: Construction of Inductive Bias-Infusing Prompts

Findings: Previously effective inductive biases leveraged by the 
finetuned models also help improve GPT-4’s compositional 
reasoning ability when they are transferred to textual prompts

Motivation
Elicitive prompting such as Chain-of-Thought (Wei et al., 2022) 
and Self-Ask (Press et al., 2022) has improved LLMs’ 
performance on compositional reasoning tasks. However, 
these require significant human effort to discover & validate. 
Question: Can we mitigate this effort and improve 
performance by leveraging the existing inductive biases from 
finetuned models on compositional reasoning?
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On DROP (Dua et al., 2019), both the Attribute- and 
Graph-Infused Prompts outperform existing baselines

Given a language model 𝑓! 𝐗; 𝜃 , the notations are defined as

𝐗 : Prompt input
𝐼 : Task-specific & Finetuned Instruction
𝑃"##$ : Task-specific attribute (e.g., 3 < 11 in NumNet)
𝑆% : 𝑘-shot in-context samples from the end tasks training dataset
𝑐 : Function from few-shot samples to pipeline-infused format
𝑔 : Function that injects node-to-node information into text

On MuSiQue (Trivedi et al., 2022), the Pipeline-Infused 
& Graph-infused Prompts exhibit enhanced performance 
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Utilized Inductive Biases

(a) Task-specific features that 
provide prerequisite knowledge
(b) Breaking down a complex end 
task into a series of sub-tasks
(c) Connectivity information 
among textual units
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