NAACL 2024, FindingS Paper Link

Discern and Answer: Mitigating the Influence of Noise
on Retrieval-Augmented Models with Discriminators

Giwon Hong?'", Jeonghwan Kim?*, Junmo Kang?, Sung-Hyon Myaeng#, Joyce Jiyoung Whang#*

* Work was done while working at KAIST

lUniversity of Edinburgh 2University of lllinois Urbana-Champaign 3Georgia Institute of Technology “KAIST

Motivation Preliminarily Study
« Misinformation and its impact on the Web « Misinformation can be detrimental, especially  However, LLMs exhibit limited
are ever-increasing (Vicario et al., 2016) for LLMs, which are challenging to fine-tune ability to classify misinformation
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Proposed Method Settings
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